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ABSTRACT
Correlated sample data normally creates confusion over ANN (Artificial Neural network) during the learning process. In this work 
the Principal Component Analysis (PCA) method is used for elimination of correlated terms in data. After application of PCA, the 
uncorrelated input data were used to train a Multi-Layer Perceptron (MLP) ANN system. The results revealed that the elimination 
of correlated information by using the PCA method improved the ANN estimation performance. we measured the surface ozone 
and its influencing factors during the period June 2011- September 2012 at Chennai, a tropical site on the Southeast coast of 
India situated at 13 04’N 80 17’E. The input data that was used for building the network are the wind speed, temperature, relative 
humidity, UV radiation had been used in neural networks for the prediction of daily surface Ozone 24 hours in advance.
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INTRODUCTION

Continuous development of technology and on increas-
ing population in metropolitan cities like Chennai, Delhi, 
etc., a series of severe problems related to environmen-
tal pollution such as air pollution, noise pollution, waste 
and sewage disposal have attracted much attention than 
ever before. Among these, air pollution has direct im-
pact on human health through exposure to pollutants at 
high concentration level existing in ambient areas. Air 
pollution control is very important to prevent this situa-
tion from worsening in the long run. On the other hand, 
short-term forecasting of air quality is needed in order to 
take preventive action during episodes of airborne pol-
lution (Wenjian wang, 2002). Ozone is a secondary pol-
lutant and it is not usually emanated straight forwardly 
from stacks. Process in the formation of Ozone (O3) is 
highly multifaceted in nature. The ozone precursors are 
generally divided into two groups, namely oxides of ni-
trogen (NOX) and Volatile Organic Components (VOC) 
like evaporative solvents and other hydrocarbons. In 
suitable ambient meteorological condition (e.g. warm, 

sunny, clear day) ultra violet radiation (UV) causes the 
precursors to interact photo chemically in a set of reac-
tions that result in the formation of ozone (Bandyodhyay 
et al., 2007). Ozone is a green house as well as secondary 
air pollutant, interaction between Ozone and climate oc-
curs not only in the Stratosphere but also at the earth’s 
surface. Ozone comes in contacts with life form of the 
earth’s surface and shown it destructive nature. It dam-
ages the leaves and affects plant growth thus reduces 
crop yield and causes noticeable foliage damage. Human 
health is also affected by high concentration of Ozone 
(Londhe, et al. 2008. Stathopoulou, et al., 2008). 

Therefore, the development of effective prediction mod-
els of ozone concentrations in urban areas is important. 
Management of control and public warning strategies 
for ozone levels (particularly densely populate area) re-
quires accurate forecasts of the concentration of ambi-
ent ozone (Prybutok, 2000). So monitoring daily Ozone 
level in this big city is important for today and future 
research whether or not a threshold is exceeded. Such 
information could be exploited by environmental and 
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medical authorities to announce public health warning 
(Stathopoulo et. al. 2008).

ANN-based method still need to improve in order to 
achieve good prediction performance as effectively and 
efficiently as expected. In fact, a number of difficulties 
have been associated with ANN use which hampered 
their effectiveness, efficiency as well as general accept-
ability in air quality analysis. These difficulties include 
susceptibility to chaotic behavior, computationally ex-
pensive training, training set problem and topology spec-
ification problem etc (Wenjian wang, 2002). In the other 
training method, meteorological data was preprocessed 
by the Principal Component Analysis (PCA) method. Af-
ter applying the PCA, the size of the input sample was re-
duced from 4 to 3 orthogonal, uncorrelated components. 
Network’s architecture was composed of input layer, one 
hidden layer and output layer. Standard back propaga-
tion with momentum was used for training. In both cases 
the input data was normalized and scaled to the range 
(-1, 1). The sigmoidal activation (transfer) function was 
used in our network of all neurons except those in the 
input layer.

STUDY AREA

Chennai is situated on the south east coast of India and 
north east coast of Tamil Nadu. This area is one of the 
most highly populated urban sites. Chennai lies on the 
thermal equator and is also a coastal. The latitude and 
longitude of the center of the city are E80o 14’51” and 
N13o 03’ 40”. The geographical location of the experi-
mental site is shown in Fig. 1 and it is located in south 
Chennai. The different sources of air pollution are clas-
sified under the following categories Transport, Indus-
tries, Residential in Chennai City. This Urban City can be 
divided into four areas, North, Central, South and West. 
The Northern part is primarily an industrial area com-
prising of petrochemical industries in the Manali area 
and other general industries in Ambattur. (Fig. 1). Chen-
nai has many industrial areas. This study was conducted 
at Koyembedu which houses Chennai’s moffussil Bus ter-
minus and 100’s of Buses and other vehicles ply daily 
and hence the vehicular emission is very high. This site 
is surrounded by the number of Industrial areas located 
within a short radius. 

Surface ozone was measured throughout Tamil Nadu 
during the year 2011 and it was found that Kanniyaku-
mari district had the highest daily average of 17.8 ppbv 
(Samuel Selvaraj et. al., 2011). Moreover the surface 
ozone levels studied in Chennai during 2004- 2005 it 
was found that the hourly values varied from 1 ppbv to 
50.27 ppbv (Pulikesi et al., 2005). In the urban area Delhi 
ozone concentration in the ambient air varied from 9 to 
128 ppbv at four different sites during 1989–1990(Var-

shney et. al., 1992). So these studies have indicated that 
the effects of O3 on vegetation were quite severe in In-
dia and other parts of Asia. ( Emberson D. et al., 2001). 
From our knowledge of literature survey, there was no 
measurements have been carried out over Chennai met-
ropolitan area in recent years (Samuel Selvaraj et. al., 
2013). Hence through this study, the surface ozone (O3 ) 
concentration was measured in this urban site, Chennai. 

DATA AND METHODOLOGY

The measurement were carried out in the area which 
has selected to represent the typical residential with high 
commercial and traffic influenced. Using Aeroqual 200 
series Ozone data had measured.( Akram Ali., Sulee et 
al., Michael Frei et al., Dovile Laurinaviene, 2008). UV 
irradiation had been measured by UV light meter (UV-
3450A series). Surface ozone measurements were car-
ried out daily and ten measurements were made on all 
days between 08.00 hrs and 17.00 hrs (IST) during the 
period from June 2011 to September 2012. Furthermore, 
wind speed, temperature, relative humidity and UV ra-
diation were also measured simultaneously. Here two ap-
proaches are applied to predict the surface ozone which 
are Artificial Neural network without PCA and Artificial 
Neural network with PCA. The total input data set con-
tains four variables namely wind speed, temperature, UV 
radiation and relative humidity. The data set is divided 
into two distinct sets called training and testing sets. The 
training set is the larger set (90%) used for the network 
to learn pattern presence in the data and the testing set 
(10%) were used to evaluate generalization ability of 
supposedly trained network in both (ANN with PCA , 
ANN without PCA ) method.

ARTIFICIAL NEURAL NETWORK WITHOUT PCA
ANN is based on principle stating that a system of highly 
interconnected simple processing elements can learn 

Figure1: Measurement site. 
(Samuel selvaraj, 2013)
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complex interrelationships between independent and 
dependent variables. Yi and Prybutok presented a feed–
forward neural network model for predicting ozone con-
centrations in an urban area. They recognized other pre-
cursors of ozone formation must be included in order to 
improve the prediction of their model (Elkamel et al., 
2000). The particular aim is to relate the surface ozone 
concentration to meteorological variables. A total of 4 
variables are used in preparing this model for the predic-
tion of surface ozone concentrations. 

ANNs are constructed with many layers so as to be 
called as multilayer ANNs. First one is input layer has 
independent variable in statistical literature. Last layer 
is output layer has contains dependent or response vari-
ables. All other unit in this network is called hidden lay-
ers. There are two functions governing the behavior of 
layers. The input function, and The output/activation 
function. A number of nonlinear functions have been 
used in the literature as activation functions. However, 
most common choice is sigmoid function ( Andrew C. 
Comrie, 1999) . The main task of the activation func-
tion is to map the outlying values of the obtained neural 
input back to a bounded interval such as [0,1] or[ -1,1]. 
The sigmoid function has some advantages, due to its 
differentiability within the context of finding a steepest 
descent gradient for the back propagation method and 
moreover maps a wide domain of values into the interval 
[0,1] (Girish Kumar). In this study we have selected the 
feed-forward back propagation Multi-Layer Perceptron 
(MLP) to develop the ANN model with changeable neu-
rons in the hidden layer to get good result with accuracy 
(Elamparai, 2011). The simulation is carried out in Mat 
lab using the ‘Levenberg Marquardt back propagation’ 
training algorithm.

The performance of an ANN very much depends on its 
generalization capability, which in turn is dependent 
upon the data representation. A set of data presented to 
an ANN consist of correlated information. This correlat-
ed data reduce the distinctiveness of data representation 
and thus, introduce confusion to the ANN model during 
the learning process and hence, producing one that has 
low generalization capability to resolve unseen data. This 
suggests a need for eliminating correlation in the sample 
data before they are being presented to an ANN. This 
can be achieved by applying the Principal Component 
Analysis (PCA) technique onto input data sets prior to 
the ANN training process as well as interpretation stage. 
This is the technique examined in this research. The PCA 
technique was first introduced by Karl Pearson in 1901, 
but he did not propose the practical calculation method 
for two or more variables, which were useful for various 
applications (Junitha, 2008).

ARTIFICIAL NEURAL NETWORK WITH PCA

PCA is a variable compression technique. It transforms 
a large number of interrelated variables to a new set of 
uncorrelated PCs which are linear combinations of the 
original variables (Jolliffe,. 1986). Therefore, each prin-
cipal component contains information on all meteorolog-
ical variables. PCA generates the same number of mete-
orological indices as the original meteorological variable 
(including both original and quadratic terms) and orders 
them by the magnitude of variances. In order to reduce 
the number of predictor variables, the rule of thumb for 
most previous related studies is to take only the first sev-
eral PCs with Eigen value greater than or equal to one as 
predictor variables. The use of the PCA function involves 
specifying a fraction value corresponding to the desired 
percentage of the least contribution of the input compo-
nents. For example, a fraction value of 0.02 means that 
the input components which contribute less than 2% of 
the total variation in the data set will be discarded. From 
this point onwards, this fraction value will simply be re-
ferred to as the “PC variance”.

The PCA method is potentially very well suited for neu-
ral networks training methods. Training is more effective 
when performed on uncorrelated and orthogonal data. 
Moreover the network is smaller the faster the training 
and in several cases the better generalization properties. 
The PCA transformation is based on the following auto-
correlation matrix:

	 ( )1
1 n T

xx k k kR x x
n == ∑ 	 (1)

Where n is the number of vectors in the input set, xk is 
the k-th vector. Eigenvectors of matrix Rxx corresponding 
to eigenvalues sorted in the decreasing order point out 
the principal components. The first principal component 
is responsible for the highest percentage of the variance 
of the sample the second one – for the next highest vari-
ance, and so on (Joliffe I.T., 1986). By choosing the re-
quired number of principal components one is able to 
build matrix W of the PCA transformation:

W = [w1,w2,...,wM]T,

Where M is the required number of components and wk 
(for k=1,…,M) are the principal components itself. Two 
types of PCA data processors had been implemented for 
the purpose. The first one is called the PCA pre-proces-
sor, which is responsible for pre-processing raw data, to 
eliminate correlation in the training samples. The second 
is called PCA postprocessor, used to transform the valida-
tion and test datasets according to their principal com-
ponents. The implementation and simulation were car-
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ried out with the aid of built-in functions supported by 
MATLAB Neural Network Toolbox (Junitha, 2008). Each 
MLP’s performance was calculated based on the Mean 
Absolute Error (MAPE) .

RESULT AND DISCUSSION

The data were then divided into three datasets; the train-
ing, validation and test. The training set was used to train 
the ANN the validation set was used for early-stopping of 
the training process and the test set was used to evaluate 
the ANN performance after completion of the training 
process. In case of using the back propagation algorithm 
in ANN without PCA the average Root mean square er-
ror was equal to 1.4 ppbv. The respective average mean 
absolute percentage errors within the test set - was equal 
to10.5% (see Table 1). 

	 RMSE = ( )2
1
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Here ‘n’ is the total number of observed value and Ri, 
Pi are ith real and predicted values respectively. Where 
RMSE, is root mean square error and MAPE is Mean 
absolute percentage error and the correlation ratio be-
tween predicted and real changes were calculated from 
the below equation.
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N denotes the size of the test set, Pi t and Ri are the 
i-th predicted, real values at time t, respectively. The 
experiment can be repeated several times with vary the 
number of neurons in the hidden layer. The best result of 
ANN without PCA given below and the correlation coef-
ficient d was equal to 0.5.

In case the PCA was initially used for pre-processing the 
data (and reducing the input dimension from 4 to 3). 
The average Root mean square error was equal to 1.15 
ppbv. The correlation ratio d was equal to 0.619 which 
is better than plain back propagation ANN network and 
% of error is 8.2 which are lesser than ANN without PCA 
(see Table 2).

Table 1: Results of ANN without PCA algorithm.

Error Value(ppb) Value%

Average 1.4 10.5

Minimum 0.1 2

Maximum 3.8 14.5

Table 2: Results of ANN with PCA algorithm.

Error Value (ppb) Value%

Average 1.1 8.2

Minimum 0.02 1.0

Maximum 2.8 13

Closer look at the principal components defined in our 
experiment – in case of no data compression, i.e. with 
all 4 principal components - revealed some interesting 
properties of the way the input factors were “combined” 
into components. That is most of the input variables are 
closely related to another variable. First, the sums of ab-
solute values of all weights incoming to every principal 
component (from the input vector) were calculated. In-
tuitively, these sums should be greater for the first few 
components (the most relevant ones) than for the less 
significant components. It can be clearly seen that the 
rough estimation of the relative importance of the com-
ponents presented in Fig. 2. It can be also seen from the 
figure the last input component which has low weight 
value relatively low contribution was discarded.

Fig. 3. shows the best result of predicted values of sur-
face ozone using ANN model without PCA with 6 neuron 
used in the hidden layer in neural network is compared 
with the observed surface ozone data. 

The best achieved result of predicted values of surface 
ozone using ANN model with PCA and 6 neuron which is 

Figure 2: Sum of absolute values of all input weights to princi-
pal components PC 01,, PC 05.
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used in the hidden layer in neural network is compared 
with the observed surface ozone data. This ANN model 
with PCA provides a very good prediction of daily surface 
ozone in one day advance as shown in fig.4.

CONCLUTION

In this work, Mat lab tools are used to predict the daily 
surface ozone data in an one day advance. The 400 days 
surface ozone data used for training the network while 
45 day data are used for testing the network. The result 
obtained with average error of 8.2% (1.1ppbv) and cor-
relations between predicted and real changes is very en-
couraging and provide a further exploration of the issue 
that is combine our approach with expert systems. One 
of the important conclusions of this research is applica-
bility of the PCA method as a supporting tool for data pre 
– processing in the problem considered this issue deserve 
further investigation and reduces the complexity of net-
work and provide good result.
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